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We contribute Mindful Garden, an Augmented Reality Lens for Co-Located Mindfulness. HCI research has increasingly supported
designing technology to support mindfulness. Augmented reality and sensors which detect biosignals both have the potential to
support creating mindful experiences, by transforming people’s environments into more relaxing spaces and offering some feedback
to help people make sense of their physio-psychological states. We will demo Mindful Garden, a system for supporting reflection
on biosignals in a mindfulness experience where two people are physically co-located. Mindful Garden has one person guide the
other through meditation, representing the guided individual’s biosignals as flowers in a shared augmented reality environment.
We leverage Snap Spectacles and a Muse 2 headband, showing the promise of ready-to-use consumer technologies for the purpose
of mindfulness and well-being. To overcome technical limitations in accessing, our demo illustrates a novel pipeline for real-time
biomarker data streaming from the Muse 2 to the AR lens in the Snap Spectacles.

CCS Concepts: • Human-centered computing → Mixed / augmented reality; Collaborative and social computing devices.

Additional Key Words and Phrases: mindfulness, augmented reality, co-location, biosignals, brainwaves

ACM Reference Format:
Lika Haizhou Liu, Xi Lu, Richard Martinez, Dennis Wang, Fannie Liu, Andrés Monroy-Hernández, and Daniel A. Epstein. 2022. Mindful
Garden: Supporting Reflection on Biosignals in a Co-Located Augmented Reality Mindfulness Experience. In CSCW Demo ’22, X–X,

2022, Virtual, Taipei. ACM, New York, NY, USA, 6 pages. https://doi.org/XXXXXXX.XXXXXXX

1 INTRODUCTION

Mindfulness is part of ancient Buddhist and Hindu meditation traditions, focusing on a deep exploration of the mind,
starting with a focus on breathing and awareness of bodily states. [5]. Congruent to this definition is the pragmatic
application of mindfulness as a therapy, Mindfulness-Based Stress Reduction (MBSR), aiming to relax, reduce stress,
increase attention, or recover from trauma [14]. Although regular mindfulness training is associated with greater mental
and emotional health [1], co-located mindfulness meditation can lead to greater connectedness, stronger peer support
and increased social skills. Among technical approaches to supporting co-located mindfulness, Augmented Reality
(AR) offers new forms of social interaction to visually present biofeedback within an environment where people are
meditating. HCI researchers of mindfulness have experimented with tracking and using real-time biofeedback to enhance
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interactions and create more enriching experiences [8]. When coupled with biofeedback, mindfulness technology has
the potential to support self-observation, allowing people to better make sense of their physio-psychological states.

Leveraging the opportunity to apply AR to co-located mindfulness, we present Mindful Garden, a wearable prototype
for co-located social mindfulness experiences, collecting and sharing biosignals indicative of relaxation and concentration
from EEG data collected from a wearable headset. We use the Muse 2 headband to collect electroencephalography (EEG)
data to observe three aspects of the participant’s mind states: concentration, relaxation and fatigue. Mindful Garden
uses EEG biomarkers as inputs and maps them to the Snap Spectacles as animations of a flower. These animations allow
people to immersively interact with their biomarker data, potentially leading to a deeper understanding of mindful
states. To overcome technical limitations around data transfer to the Augmented Reality environment, we also developed
a novel pipeline for integrating biosignals data into an augmented reality display. We process the collected EEG data
into higher-level biosignals, transmitting them through inaudible sound frequencies to the microphone embedded in
the augmented reality eyeglasses. Our pipeline then processes the signal, adjusting the environment to account for
the biofeedback. More broadly, this research seeks to answer how sensed biosignals data can be used to create shared
mindfulness experiences and what features, functions, and designs are meaningful to end users.

2 RELATEDWORK

The design choices inMindful Garden build on principles ofmindfulness, technical strategies used to supportmindfulness,
and integration of sensed data and mixed reality.

2.1 Mindfulness

Mindfulness can be traced to the fifth-century text Visuddahimagga, that guides the mind to meditative states and the
progression to peace. Its modern adaptation is commonly interpreted as a sequence of mind activities which start with
a focus on an object or a sensation, followed by awareness of our bodily states and the mind dance between full focus
and aimless wandering[5]. Mindfulness also refers to an open awareness of what happens in mind and experiences
without judging or reacting. The pragmatic application of mindfulness is commonly taught as a self-regulation tool
to help people cope with stress and anxiety[14]. By training focus and awareness, mindfulness meditation can also
promote a mindset and a practical construct towards human flourishing, which overlaps with positive psychology [3].

Cultivating positive prosocial emotion in mindfulness meditation is at least as important as recognizing and reducing
one’s own negative feeling, if not more. In Buddhism, mindful meditation traditionally has been taught in groups.
In psychotherapy, while most mental health clinicians implement therapy on an individual basis, mindfulness-based
therapy is mostly delivered in a group setting to save cost [6]. While solitary mindfulness training is associated with
greater mental and emotional health [23], watching others meditate may help induce a state of mindfulness and
strengthen feelings of social connectivity [7]. Being mindful together can help people communicate with one another,
learn from others’ insights, and receive assistance with isolation, particularly among people in close relationships [6].

2.2 Technology Support for Mindfulness

Within HCI and CSCW, systems for interactive mindfulness meditation have become more prevalent [16]. Moreover,
mindfulness has been a frequent goal of HCI systems aiming to support affective health [18]. Researchers including
Dollinger et al. have argued that mixed reality devices provide significant opportunities for supporting mindfulness
activities, including to surface bodily or mental states using biofeedback [21]. The multimodal nature of mixed reality
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systems, such as their visual design, immersive interactions, haptic feedback, virtual environments, and biofeedback
mechanisms, offer a plethora of opportunities to create valuable interventions and experiences [16].

However, there are gaps in the existing systems worth exploring. First, Dollinger et al.’s review on technology for
mindfulness suggests that while VR has been examined, very few systems focus on AR [4]. Second, AR technologies
have not examined AR eyewear systems. Third, mindfulness interactions are almost exclusively considered as an
individual practice. Fourth, current research has supported “passive” rather than “active” mindfulness activities, and
therefore interactions in mixed reality systems are generally passive [15]. Such a passive system “only leads to a limited

enhancement of mindfulness compared to conventional guided meditation tasks” [4]. We therefore see opportunity to
examine the immersive, interactive, contextually aware (via biosignals), and social mindfulness activities in AR.

2.3 Sensed Data and the Potential of Mixed Reality for Mindfulness

Technology frequently leverages sensed data metrics like breathing rate, heart rate, and EEG to offer targets and guidance
for meditation. EEG neurofeedback has potential to increase user’s performance during mindfulness meditation by
assisting meditators in staying in the mindful state [8]. Providing technological support during initial meditation
attempts could also increase meditator’s performance, modify perceptions that meditation involves doing nothing
[8], and thus increase interest in continuing practice. Further, sensed data have increasingly been incorporated into
mixed-reality devices to support similar types of experiences. Mixed-reality systems have adapted digital environments
according to sensed biomarkers to support formal mindfulness practices [10, 17, 19]. However, current limitations in
AR eyewear software and hardware make it difficult to integrate biosignals. In particular, consumer-grade AR eyewear
provides limited support for integrating biosensing data collected from external devices into AR displays.

3 DESIGN AND IMPLEMENTATION OF THE MINDFUL GARDEN SYSTEM

3.1 Mindfulness Experience Design

We implemented the mindfulness technique of breath counting in Mindful Garden because of its association with body
relaxation and low cognitive load [12]. Two users equip Muse 2 and Spectacles headsets to join the AR environment.
The system randomly chooses one user to guide the other through the practice. The guided user is told to start the
practice with a focused attention on the breath, inhale, hold the breath, exhale and repeat the process. The two users
take turns reading the meditation script, with a full mindfulness session lasting five minutes.

To engage the collocated meditation partner with the biosignal data, we modified an object in the Snap Lens
application according to biosignal data changes of the person being guided. We use a flower to represent the data
because naturalistic representation of mental state may help users experience mindfulness [13]. Both users can see the
flower visually change, and after each session they can review how the flower model changed over the exercise. The
flower’s movements, color, and some sparkles reflect the user’s levels of three mental states correlated with mindfulness:
relaxation, fatigue, respectively (Figure 1). Concentration was chosen as the primary state mindfulness indicator because
the concept is a commonly operationalized definition of mindfulness[11]. Concentration data aims to encouraging a
more rapid return to mindful states. Subsequently, we chose relaxation and fatigue as secondary indicators, as this data
is found in traditional mindfulness practices. We kept visual changes of the flower subtle to balance between presenting
the flower as a rich environmental stimulus for surfacing biosignals while minimizing distraction.
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Fig. 1. Users’ levels of relaxation, fatigue, and concentration are visualized in a flowers’ movements, color changes, and sparkles.

3.2 System Implementation

When using Mindful Garden, both users wear the Muse 2 headband [8] for data collecting and the Snap Spectacles for
biofeedback. A computer installed with Unreal Engine is placed in the physical space and is used for generating and
mapping sound. Once the guided user starts meditating, EEG data is collected through the Muse and streamed to the
laptop for processing. Processed data is sent to the Spectacles as inaudible sound clips, which can be recognized by the
device’s Audio Analyzer module. Figure 2 provides an overview of our system.

EEG data within frequency band ranges can correlates with particular mindful states [20]. We process and calculate
amplitudes in 𝛼 , \ ,and 𝛽 frequency bands, as well as 𝛽/\ band power and (\ + 𝛼)/𝛽 band power before sending the
signals to Unreal. 𝛼 band power is used as an index of degree of relaxation [2]. 𝛽/\ is an index of mental activity and
concentration [22], with higher beta/theta being interpreted as a higher level of concentration. (\ + 𝛼)/𝛽 is an index of
degree of fatigue [9]. Because the Snap Lens Studio does not currently support external API connection, we developed
an alternative pipeline for loading the data into the Lens. We turned to map the processed data to sound clips in an
inaudible frequency band in Unreal SynthComponent module, which can be received by the Snap Spectacles. Our
approach takes a combination of processed EEG and ratio indices, and uses them to determine a set of lexicon depicting
“high”, “middle”, “low” levels during each short meditation session. Each lexicon is then generated as an audio clip at a
defined frequency that could be captured by the Spectacles through Snap App’s Audio Analyzer module. As we aim
to minimize the real-time streaming audio’s influence on the meditation, we chose frequencies that were inaudible
to human hearing, selecting 17500, 18000, 18500 Hz to represent low, mid, and high levels. As the amplitude of each
EEG frequency band changes during the meditation session, the audio clips being generated for data communication
also change accordingly. While listening to the data stream in Audio Analyzer, the flower model responds to the
changes directly in real time which could be visible in the AR environment. The Audio Analyzer then drives different
visualizations (movement, color, particles) based on the power of the audio signal in pre-defined frequency ranges.
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Fig. 2. A concept image of the data system overview.

4 LIMITATIONS

We encountered several technical limitations implementing Mindful Garden. First, the system is sensitive to noise in the
physical environment as it relies on an audio channel to transfer data from the sensor to AR.Second, data inaccuracies
are unavoidably produced through processing brainwaves and transmitting data through sound, and interpreting the
signal. Last, the system requires users to have multiple devices, which limits who can access the experience. In addition
to technical limitations, the design of Mindful Garden warrants deeper exploration. First, visualizing abstract biosignals
can help interpretation, but people may interpret the visualizations differently. Preliminary evaluations suggest that
people relate different emotional feelings from the same color, suggesting value in allowing visual representation be
customized to align with people’s personal interpretation. Additionally, social interaction and visualization might be a
distraction during meditation, and surfacing of biosignals may further social concern around co-located mindfulness.

5 CONCLUSION

We present Mindful Garden, a wearable Augmented Reality prototype for co-located social mindfulness. Mindful
Garden transmits real-time EEG data captured by Muse 2 to the Snap Spectacles, visualizes and shares the data during
co-located mindfulness in an AR garden. This information allows for understanding psychological states and engaging
with biosignals in ways connected with the physical world. Our co-located AR experience can enhance feelings of
connectedness or relatedness, allowing meditation partners to provide and receive emotional and mental support.
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